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Talk Abstract: Structural Equations modeling (SEM) is gaining popularity as a sound statistical method that is based on Maximum likelihood estimation (MLE). Its range of applications is expanding rapidly in several areas of science, such as economics and neuroscience. The SEM methodology takes into account measurements errors and latent variables, and offers great flexibility to model more sophisticated models. In this presentation, we glance over the theory of the classical frequentist approach of SEM, and present examples of widely used models such as the measurement model or confirmatory factor analysis (CFA). We then introduce the Bayesian paradigm and provide estimates of the parameters by sampling from the posterior distributions obtained from chosen conjugate priors and using Bayesian and MCMC techniques of augmented data and Gibbs sampling. Finally, we will go over the code syntax in R and use the two SEM R packages Lavaan and Openbugs to run our models.